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Hybrid systems of  Computational 
Intelligence

Wavelet theory

Neural networks

Type-1 fuzzy systems

Type-2 fuzzy systems

Hybrid evolving adaptive
wavelet-neuro-fuzzy-systems

Advantages:

• identification of  signals’ local features;
• learning ability and universal approximation properties;
• linguistic interpretability;
• minimizing subjectivity for membership functions’ 
selection;
• adaptive synthesis of  an optimal architecture for a 
neural network;
• dimension reduction of  an input space;
• selection of  input variables.

Cascade neural 
networks

Evolving methods
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An architecture of  the hybrid growing system

        1 2, ,...,
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nx k x k x k x k
An input signal

These signals are later taken to an input of  each unit [ ]m
jENFN

in every layer.
Output signals  [ ]ˆ m

jy k
and are handled by a node of  generalization

[ ]mNG
which synthesizes an output signal  *[ ]ˆ my k

A signal for the first layer is

A signal for the second layer is

A signal for the m-th layer is

  nx k R
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of  these nodes form an ensemble
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A conventional neo-fuzzy neuron

An extended neo-fuzzy neuron

An extended neo-fuzzy synapse
An extended neo-fuzzy neuron
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An extended neo-fuzzy neuron
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A learning procedure
A learning criterion for the node j in the cascade m is calculated according to

where denominates a learning error                   at the k-th time step,                marks in an external 
reference signal. 
While training the proposed system, it turns out to be more effective to use a criterion of  a more general 
form 

where its own distinctive parameter        is used for each unit in the cascade. 
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A traditional exponentially weighted recurrent method of  the least squares (EWRLSM) is
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A learning procedure
Along with that, it should be also kept in mind that a practical application of the algorithm (3) is inhibited by the
fact that a so-called effect of the “parameters’ blast” for a covariance matrix may take place during the learning
process which means an exponential grow of its elements. This unwished phenomenon can be eliminated by
choosing values large enough of the forgetting factor , but tracking properties of the algorithm are getting
dropped during the learning procedure.

This system of equations is a generalizing view for a multidimensional case of the learning algorithm by
Kaczmarz- Widrow-Hoff.
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A detailed description of the learning method
Step 1. Several ENFNs should be generated which are different according to their characteristics. 
Step 2. Set initial weights’ values. 
Step 3. Make a setup for all neurons. 
Step 4. Output signals of  each neuron are fed to a node of  generalization. 
Step 5. Values of  weight coefficients should be adjusted. 
Step 6. Synthesize an optimal output of  cascades using the expression (3). 
Step 7. Set a minimal volume of  a data sample. 
Step 8. Estimate a prediction accuracy according to the criterion (1).
Step 9. If  the quality achieved meets the previously formulated demands, the system stops processing. 
Step 10. Otherwise, the second cascade should be introduced. 

Step 11. A signal                                                                     is fed to an input of  the second cascade.      [2] *[1] 1ˆ,
TT nx k x k y k R  

Step 12. The learning procedure should be performed. If  upon reaching some threshold on the data volume 
the required prediction quality is not met, one more cascade should be added. 
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Experiments
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Conclusion
The hybrid growing neuro-fuzzy architecture and its deep learning algorithms were considered
and proposed in this report.

The architecture of this hybrid system of computational intelligence was developed by means of
the GMDH paradigm and the ideas of evolving systems.

A main achievement of the developed hybrid neuro-fuzzy system is its ability to perform parallel
calculations for a data stream based on special-type elements with enhanced approximating
properties.

The developed system is rather simple from the effectuation viewpoint, it holds a high
processing speed and approximating features.

It can be described by a rather high training speed which makes it possible to process online
sequential data. It may be applied to various practical issues in the area of Data Stream Mining.
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Thanks for 
your attention and patience


